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Abstract. This paper develops an equilibrium analysis of the market for
justice, explicitly allowing for the interaction of the supply and demand of
justice and looking at completion time as the rationing mechanism clearing
the market. The model is estimated using OLS and IV regressions coupled
with a nonparametric estimate of the supply function. We use detailed data
from 165 Italian courts between 2005-2012 because the Italian setting enables
us to identify the demand function. In fact, in Italy, citizens cannot vote with
their feet by choosing where (in which court) to file their case. Hearings take
place in the local district court. This rigidity means that the only way the
market for justice can clear is via an increase or decrease in the completion
time.

Our main empirical findings are that, due to the rigidity of the demand
for justice, improvements in the supply have a significant e↵ect on the overall
completion time of the system. Specifically, the introduction of best prac-
tices aimed at improving case management, the break-up of large courts, the
increase in the number of judges, and the reallocation of judges to di↵erent
courts could significantly reduce the length of trials. A key finding is that,
if all four policies were to be implemented, then the average delay would
be more than halved, from the current 14 months to around 6 months. To
provide an idea of the opportunity cost of these policies we show that the
introduction of best practices is equivalent to an increase of about 25% in
the number of judges; this policy of simple expansion of the supply would
cost around 100 million euros.
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1 Introduction

The judicial system (and the rule of law) has a very important role in secur-
ing property rights and enforcing contracts, thus a↵ecting economic behav-
ior, investment choices and economic growth (Aldashev, 2009). An ine�cient
judicial sector may negatively impact (among other things) on credit mar-
kets (Jappelli et al., 2005; Ponticelli and Alencar, 2016), entrepreneurship
(Chemin, 2009), investments (Chemin, 2012), the size and growth of firms
(Kumar et al., 2001; Giacomelli and Menon, 2017), labor markets (Ichino
et al., 2003), FDI (Nunn, 2007), public procurement (Coviello et al., 2018)
and housing markets (Mora-Sanguinetti, 2012). In addition, as understood
early on by Adam Smith (1776, in Landes and Posner, 1979), the adminis-
tration of justice is “one of the few proper functions of government”, since
“private security and enforcement, while working well in some environments,
often degenerate into violence” (Djankov et al., 2003: 454). Furthermore,
the judiciary is one sector of the economy where the market system cannot
work properly, given the absence of a functioning output price mechanism
that could sanction ine�cient courts. Moreover, in many countries, citizens
cannot “vote with their feet” because cases are allocated to local courts not
of the plainti↵s’ choosing. Thus, “it is crucial to understand the factors that
make courts function more or less e↵ectively” (Djankov et al., 2003: 454),
both in developed and developing countries (Palumbo et al., 2013).

In this paper we undertake an equilibrium analysis of the market for
justice by focusing on supply policies designed to increase the e�ciency of
the system. While most of the studies we are aware of (illustrated below)
consider the demand for justice, we provide a model that can account for in-
e�ciencies arising from its supply side. A measure of performance often used
by practitioners is the average length of trials1 as a way of spotting problem-
atic countries or courts within a country (see, e.g., CEPEJ, 2016). However,
looking only at completion time without considering resource use is not fully
informative and may be misleading. By using a rather general production
model able to take resource use into account we can study the (steady state)
performance of the justice sector as a whole and improve both on the analysis
of length of trials and on standard measures of partial productivity, e.g., the

1As explained in a recent OECD report, “the focus on length is motivated not only
by the importance of a timely resolution of disputes for the correct functioning of the
economy, but also by the fact that a reasonable trial length is a necessary (though not a
su�cient) condition for good performance in other dimensions [..] Also, as emphasized by
the adage justice delayed is justice denied, timeliness is a prerequisite for achieving justice.
Moreover, the length of trials is also generally associated with other crucial measures of
performance such as confidence in the justice system” (Palumbo et al., 2013: p. 9).
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number of completed cases per judge. We can then relate these performance
measures, i.e., the time needed to complete cases, to the possible causes of
excessive trial length, enabling us to provide policy suggestions targeted on
the sources of ine�ciency and their geographical distribution. In particular,
we consider four supply policies: the introduction of best practices at the
court level; the break-up of large courts (to exploit scale economies); the
increase in the number of judges; and the optimal reallocation of judges to
courts. We consider the e↵ect of these policies both on the average comple-
tion time of the system and on the distribution of completion times for the
di↵erent courts.

In order to account for resource use, we consider a production frontier for
the courts of justice where the number of pending cases is a variable input
and the number of judges is a fixed production factor (a capacity input).
For a given number of judges, when the number of pending cases increases,
the number of completed cases first increases, then reaches a maximum and
finally decreases due to congestion. For this reason the model can accommo-
date both variable returns to scale and production congestion.2

The supply policy analysis is carried out taking into account possible
demand e↵ects and therefore in terms of a notion of steady state equilibrium
of the system. We suggest that observed slow processing times may be the
outcome of a steady state equilibrium with a high number of pending cases
(long queues). Implementing the suggested supply policies would shift the
system to a new steady state equilibrium with low processing times and short
queues.

Identification of the supply and demand functions can be problematic
due to a potential simultaneity bias (indeed supply and demand are used
as a classical example of such a bias). In order to identify and separate
supply and demand e↵ects, we make use of a recent dataset for the Italian
court system. In Italy, cases are assigned where they occur and there is
no significant migration between the various districts. These two conditions
can be used to identify the demand function and the elasticity of demand in
relation to processing time. Hence supply and demand can be identified and
a counterfactual analysis carried out.

Italy is interesting not only in relation to this identification strategy, but
also because of its poor performance and its heterogeneity. Italian courts
are among the most ine�cient in OECD countries in terms of trial length.
The average disposition time for a standard commercial case in 2016 was

2Congestion may be due, for instance, to task juggling (Coviello et al., 2014). The first
paper to acknowledge congestion problems in courts is probably Buscaglia and Dakolias
(1999), but to the best of our knowledge few papers have dealt with it, only Dimitrova-
Grajzla et al. (2012), Coviello et al. (2015), and Bray et al. (2016).
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1,120 days in Italy, against 553 in OECD countries (regional average), 395
in France, 499 in Germany and 510 in Spain. Moreover, among OECD
countries, Italy appears to have longer trials at all levels, that is in courts
of first and second instance and in the highest court (see, e.g., Palumbo
et al., 2013, p. 14, Figure 2). According to the World Bank (Doing Business,
2020 edition), Italy ranks 122nd out of 190 countries in terms of enforcing
contracts, compared to Germany (13th), France (16th), Spain (26th), and UK
(34th). These lacklustre performances are not a recent phenomenon, dating
back at least to the fifties.3

The average trial length is quite di↵erent across Italian regions, with
lengthier processes and larger stocks of pending cases in the South (Carmignani
and Giacomelli, 2009). However, given that southern courts are provided
with more human resources, it is important “to establish whether and to
what extent the larger stock of pending cases is due to lack of resources or
to their lower productivity” (Carmignani and Giacomelli, 2009: 21).

It is not surprising therefore that the Italian justice system has been inves-
tigated quite extensively. In recent years, there has been a lively discussion
of the possible causes of these ine�ciencies and, in particular, of pathological
demand e↵ects (Marchesi, 2003), according to which higher litigation rates
are the result of lengthy trials. Delays in delivering justice could lead some
economic agents (households, workers and firms) to exploit these ine�cien-
cies by strategically postponing their contractual obligations to other parties,
and this is more likely to happen the wider the gap between legal and market
interest rates (see, e.g., Marchesi, 2003; Felli et al., 2008; Padrini et al., 2009).
Other theories point to supplier-induced demand, (see, e.g., Carmignani and
Giacomelli, 2010 and Buonanno and Galizzi, 2014), according to which the
combination of the increase in the number of lawyers and the minimum fee
leads to excessive litigation. However, the empirical evidence regarding these
possible demand-side causes is rather ambiguous, and numerous studies have
been calling for a complementary supply-side analysis (see, e.g., Bianco and
Palumbo, 2007; Felli et al., 2008). Indeed, albeit a country with one of the
highest litigation rates, Italy is given as the example where “there is scope
for improvements also on the supply side, for instance expanding the use
of case-flow management techniques” (Palumbo et al., 2013: 45), a policy
aimed at introducing best (management) practices.

To empirically test our model predictions, we collected data for all Italian

3In an early comparison of the relative perfomances of the Italian and US systems, for
instance, Chase (1988) cites previous complaints about the problems caused by lengthy
trials in Calamandrei, who noted in 1956 the “slowness of the judicial process, of which
everyone in Italy complains” and argued that its abuses are “deeply rooted in judicial
practice”.

4



courts (165) for the period 2005-2012,4 taking advantage of data now publicly
available and collecting additional data from other sources. Overall, we find
that technical (best practices), size (break-ups) and reallocation ine�ciencies
are the major issues at the industry level. Congestion ine�ciency does not
have a big impact at the aggregate level, but is a major problem in some
specific courts, evenly distributed across Italy.

Given these findings, we argue that the most impactful policy would
be the introduction of best practices, which would have e↵ects throughout
the system, including in the ine�cient courts of southern Italy. Another
e↵ective policy might be to increase the number of judges, although its cost-
e↵ectiveness and hence feasibility might be questioned. Overall, despite the
fact that the external validity of our results cannot be taken for granted, in
Italy they demonstrate the scope for significant improvements in e�ciency
by suppy-side reforms aimed at shortening the length of trials.

Section 2 introduces a market justice model. After a brief review of the
most significant literature, the supply model is presented. Section 3 intro-
duces the computational models, section 4 the data, and section 5 the em-
pirical results. The final section concludes with some suggestions for further
research.

2 The market for justice

Most studies on the “market for justice” deal amply with its demand side
(see the reviews in Cooter and Rubinfeld, 1989, for the market for legal dis-
putes and, for instance, Buonanno and Galizzi, 2014 for the market for legal
services, i.e., lawyers). This paper focuses on an equilibrium analysis of the
market for justice based on both supply and demand. Given the absence of a
price mechanism in the market for justice, anticipated completion time plays
the role of a rationing mechanism keeping supply and demand in balance.

2.1 The demand for justice

In the market for justice, supply and demand are in play. We can measure
the demand for justice by the number of incoming cases, and supply by the
number of cases completed, i.e., resolved, over the same period. Cooter and
Rubinfeld (1989) summarize various contributions in the literature on the
market for justice and propose a ‘hybrid’ model (of previous contributions)

4Before the change in court geography introduced at the end of 2012 by the Monti
Government.
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that takes into account di↵erent actors and di↵erent stages of the legal dis-
putes to provide the micro-foundations of the demand for justice. At stage
1, one party may damage or harm another. At stage 2, the damaged party
decides whether to take legal action. Again, her decision depends on a com-
parison between the costs of asserting the claim, e.g., hiring a lawyer, and the
benefits, such as the expected proceeds from the settlement or winning the
case. At stage 3, the parties decide whether to settle out of court. Finally,
at stage 4, the case is brought to, and settled by, the court. These di↵erent
stages are analyzed in a backward fashion.

The parties’ behavior at trial is based on the merit of the case and on the
e↵orts of both parties. Each party decides its own level of e↵ort based on
what it expects to achieve (i.e., a win or a loss for the defendant). Di↵erent
exogenous variables can a↵ect these levels, such as adjustments to damages,
the impact on reputation, etc. On a similar note, “there is more scope for
settlement when litigation is costly [..], negotiations are inexpensive [..], and
the disputants are pessimistic about trial outcomes” (Cooter and Rubinfeld,
1989: 1076). From their hybrid model, Cooter and Rubinfeld (1989) then
suggest a structural model for empirical research on the trial/settlement split
by assuming that the plainti↵’s expected gain (defendant’s expected loss)
from the trial comprises a systematic component and a randomly distributed
error. From this a reduced-form model can be obtained, in which the likeli-
hood of going to trial can be determined by evaluating empirically the prob-
ability distribution function of the systematic components empirically. They
also survey the papers that empirically implement some variants of such a
model.

An important dimension in modeling and estimating the demand for jus-
tice is trial length. Gravelle (1990) was probably one of the first to understand
this in relation to the courts. Economists have long argued that economic
e�ciency should lead to a preference for rationing rather than waiting (see
Barzel, 1974).5 However, a trial is not a standard commodity, because its
demand is generated by a sequence of decisions,6 and courts are rationed by
waiting lists rather than lines. Therefore, an increase in processing times

5The idea is that the full price of a commodity may include both the monetary price and
the opportunity cost of the waiting time. In the case of lengthy waiting times, an increase
in the monetary price of the commodity leads to a lower waiting time. The market clearing
full price of the commodity does not change - and so consumers are indi↵erent between
the two di↵erent equilibria - but the suppliers are better o↵. Rationing by waiting times,
on the other hand, is ine�cient because it imposes a loss on consumers not compensated
by any gain to suppliers.

6There are at least two sets of decisions (and relevant a↵ecting variables): the decision
to commit a crime (or the occurence of an accident), together with actions to possibly
prevent or avoid it, and the decision to settle the case out of court.
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may be e�cient to the extent that it reduces the net costs of a trial. The
bottom line is that “Because some of the decisions which lead to trials are
ine�cient and are not readily correctible by other means, it can be e�cient to
ration by waiting” (Gravelle, 1990: 270). However, given that a trial occurs
when an accident happens and when the same is not settled out of court, the
length of the trial a↵ects the likelihood of both events - accident happening
and settlement occurring - often in di↵erent directions, the overall e↵ect of
the expected time to settle a case on trial demand may be ambiguous, and
thus needs to be empirically determined.7

In fact, various papers have sought to empirically estimate the demand
for justice in a number of countries. One is Felli et al. (2008), probably the
closest to our contribution in terms of estimating demand. They develop an
economic model of a litigant’s decision to go to trial or to settle following,
among others, Van Wijck and VanVelthoven (2000), basing these choices
on the expectations regarding the possible outcome of the case, the costs
of proceedings and the costs of negotiation. They then suggest an empirical
specification in logarithmic first di↵erences, regressing the demand for justice
(incoming cases) as a function of di↵erent explicative variables, such as the
average length of trials, average real earnings for and the number of lawyers,
the real market and legal interest rates, some proxies for the business cycle,
and a dummy for the year (1995) in which a significant institutional reform
was introduced. Estimating their model with a panel of the 26 districts over
the period 1991-2002 using fixed e↵ects and GMM, they find that almost all
variables are significant (R2 between 0.64 and 0.8) and, more importantly for
our purposes, that a 1% increase in trial length was associated with a fall in
demand of 0.75%.8

Other studies have empirically estimated the demand for justice. Gins-
burg and Hoetker (2006), for instance, estimate the demand for justice in
Japan and test di↵erent possible explanations - cultural, institutional, polit-
ical - for the historical low level and subsequent increase in litigation rates.
They take into account the increase in the number of lawyers and judges,
the procedural and legal reforms, and the structural changes in the econ-
omy. Using data on 47 prefectures for the 1986-2001 period, they find that
institutional constraints explain the relatively low rate of litigation in Japan.
Indeed, the shortage of lawyers, the shortage of judges, and procedural bar-
riers show results consistent with the lack of institutional capacity in the

7Jappelli et al. (2005) is one of the few papers looking at the e↵ect of trial length on
the decision to forfeit a contractual obligation by opportunistic borrowers. They find a
significant e↵ect of judicial length on these decisions and therefore on the functioning of
Italian credit markets.

8They also provide a relatively updated survey of this literature.
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legal system as a major predictor of a low litigation rate. Moreover, the
paper rejects the hypothesis that the availability of alternative methods of
dispute resolution may be a key factor suppressing litigation, and also that
cultural di↵erences may be important. Lastly, their analysis suggests that
absolute levels of wealth increase litigation, but economic decline does so as
well. However, they do not explicitly consider whether the time to resolve a
case in court can influence the demand for justice.

Related literature has tried to shed light on the causes of excessive Ital-
ian trial length focusing on the market for lawyers. Buonanno and Galizzi
(2014), for instance, suggest a di↵erent explanation for the emergence of long
trials, based on the degree of competition in the market for lawyers. The idea
is that when the number of lawyers increases and when a minimum fee is im-
posed (as in the Italian case), lawyers may opportunistically convince their
clients to go to court more often (than optimal from the client’s point of
view). They provide empirical evidence to test this supplier-induced demand
hypothesis. Since new lawyers may move to where demand is higher, pro-
voking reverse causality, they use two instruments for the number of lawyers,
one geographic and one historical.9 Their main finding is that the number of
lawyers operating in a court exerts a positive and statistically significant ef-
fect on the litigation rate. This result is robust to di↵erent checks, controlling
for the general social and economic conditions of di↵erent Italian provinces,
their urbanization rate and their level of human capital. Buonanno and Gal-
izzi (2014) find that the demand for justice is inversely related to trial length
(lagged length).

Carmignani and Giacomelli (2010) carry out a similar analysis of Italian
data for the years 2000-2005. They find a positive correlation between lawyers
and litigation. They also use a 2SLS approach to control for endogeneity,
using the proximity of provinces to a law school in 1975 as an instrument,
confirming that the number of lawyers has a significant positive e↵ect on
civil litigation. The results hold with di↵erent specifications after controlling
for economic conditions and the economic cycle, social capital, urbanization,
and crime rates. Using the lagged value of trial length, they find a positive
relationship between the trial length and the demand for justice (measured
by incoming cases).10

9Note that Ginsburg and Hoetker (2006) also use an instrumental variable approach
for the number of lawyers and judges.

10Mora-Sanguinetti and Garoupa (2015) undertake a similar study for Spain, a country
in which the litigation rate is even higher than Italy (Palumbo et al., 2013). They use a
similar IV approach, finding no clear evidence of endogeneity, but a clear positive relation-
ship between the number of lawyers and the induced demand for justice. However, they
do not consider the e↵ect of trial length on demand.
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2.2 The supply of justice

We now focus on the supply side of the market for justice, and assume that
the supply of justice is related to the resources used, to how e�ciently they
are used and to the available technology. Moreover, the supply may depend
on management, legal formalism (Djankov et al., 2003), incentives for the
judges, etc. (see, e.g., Palumbo et al., 2013: 9). In general, these relationships
and the technology can be expressed by the following production function

y = ✓F (g, p), (1)

where the ‘production’ of completed (or processed, resolved, defined) cases y
depends on the number of judges g and the number of pending cases p; and
the parameter ✓ 2 [0, 1] represents production e�ciency. We assume that
the shape of the production function complies with the law of variable pro-
portions as described in Svensson and Färe (1980): the number of judges is
considered as a capacity factor processing the number of pending cases (the
variable factor of production). For a given number of judges, when the num-
ber of pending cases increases, the number of completed cases first increases,
then peaks (full capacity) and subsequently declines due to congestion. This
is represented in Figure 1, with the number of pending cases on the horizontal
axis and the number of completed cases on the vertical axis.

The curve in Figure 1 shows the production possibility set for a given
number of judges. Relating the analysis to the number of judges is important
for at least two reasons. First, there can be significant di↵erences between
small and larger courts.11 Second, previous studies have found di↵erent re-
turns to scale in Italian courts.12 Congestion also needs to be considered, as
documented in other studies.13 Indeed, “the inability of the system to satisfy
the demand for justice (i.e., resolve in each given period the same number
of cases equal to as are brought to court) generates congestion and delays”
(Palumbo et al., 2013: 10).

Our production function may thus appear as in Figure 1. Note that up
to point 1, there are increasing returns, while between 1 and 2 the returns
decrease. At point 2, the system reaches full capacity. Beyond 2 congestion
starts to kick in. The slope of the CRS closure line is y/p = 1/t, the inverse

11For instance, in 2012 the largest court in Italy (Rome) had 406 judges, while the
smallest (5 courts) had 6 judges.

12Marchesi (2003), for instance, found that courts with fewer than 20 judges were too
small, while courts with more than 80 judges su↵ered from decreasing returns to scale.

13Coviello et al. (2015), for instance, for the Milan court, found that “if a larger future
caseload induced judges to increase task juggling by 1%, [..] the completion hazard would
decline approximately by a factor ranging between 1% and 2.1%” (p. 909).
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Figure 1: The production of justice

of the time needed to process a case with that capacity, given the flow of
incoming cases. Processing time is therefore defined as the ratio of pending
cases to the number of completed cases. This is a standard measure in
queueing theory and has a very appealing, simple interpretation. Note that
a change in ‘capacity’, in the fixed factor(s) of production, i.e., the number
of judges, would shift the production frontier and potentially increase the
output potential of courts.

While in our analysis it would be di�cult to consider legal formalism,
incentives to judges and other factors common in Italian courts, their di↵ering
e�ciency levels can be taken into consideration. We consider this production
model within the framework of e�ciency analysis, so that a specific court can
be located on the production frontier (✓ = 1), such as court ca, or inside the
frontier like court cb, where the distance to the frontier represents a measure
of ine�ciency. In this way, we can measure the ine�ciencies for each court
and for the overall industry following Peyrache and Zago (2016).

An alternative way of representing this production trade-o↵ is in the time-
production (t, y) space rather than the introduced pending-completed cases
space (p, y), where t is trial length and y are the completed cases. Given the
assumptions of our production model, we obtain the supply function S shown
in Figure 2. Note that the backward bending portion of the supply function
represented is derived from the congestion hypothesis.14 Again, a change in
the number of judges would shift the supply function in the time-production
space as well as the production function in the production-pending cases
space.

14Our technology specification is general enough to allow for this possibility. Its rele-
vance to our data is tested in the following section.
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2.3 Equilibrium

The equilibrium between supply and demand is obtained by considering what
we will refer to as a material balance condition. This condition states that
the variation in the number of pending cases is equal to the discrepancy
between the number of incoming cases (inc) and the number of completed
cases each year:

pt+1 � pt = inct � yt. (2)

The system is in steady state if the number of pending cases is constant
from one year to the next: pt+1 = pt. Or, to put it di↵erently, the system
is in steady state if the number of incoming cases is equal to the number of
completed cases each year.

Since (unlike normal markets, cleared by prices) the market for justice
clears through variations in the length of proceedings (completion time, see
Palumbo et al., 2013: 9), the equilibrium conditions for the market for justice
involve a steady state condition

inct = yt, (3)

and a standard equilibrium condition in terms of supply and demand S(t) =
D(t). This balance produces a completion time generating demand that is
equal to the number of completed cases. The system is in steady state equi-
librium if these conditions hold, and this notion of steady state equilibrium
is used to assess counterfactual changes in the production e�ciency of the
courts.
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Figure 3: E�ciency and equilibrium

Figure 3 represents the same equilibrium conditions in the pending cases-
completed cases space (which is more natural when thinking about produc-
tion). The demand function can be inverted in order to obtain the com-
binations of pending-completed cases that are compatible with the demand
conditions. In other words, the demand curve in this space determines all
the combinations of pending and completed cases making the number of in-
coming cases (as determined by the demand function) equal to the number
of completed cases.

The figure demonstrates a number of e↵ects. First, there are three pro-
duction functions. Passing through point 1 is the production that can be
achieved for any given quantity of pending cases with a given level of e�-
ciency ✓ < 1. The steady state equilibrium for this level of e�ciency is at
point 1 where supply and demand meet. If a court is at a point like ca, then
the number of incoming cases is larger than the number of completed cases
and the number of pending cases increases, moving the court back towards
the equilibrium. For points like cb the number of completed cases is larger
than the number of incoming cases, so the number of pending cases decreases,
moving this point towards the equilibrium. This means that equilibrium 1
is a stable steady state equilibrium. There are points like cc, with a number
of incoming cases larger than the number of completed cases: this has the
e↵ect of increasing the number of pending cases congesting production even
more. The latter set of points converges to a point of full congestion. The
three types of court are described below.
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One final observation in this picture is that starting at the equilibrium
point 1, an increase in production e�ciency increases the number of com-
pleted cases above the number of incoming cases, reducing the stock of
pending cases and moving the system towards a new steady state equilib-
rium, as shown at point 2. At this new equilibrium the court is fully e�cient
(✓ = 1) and in steady state equilibrium. Similarly, an increase in production
capacity, either due to an increase in the number of judges or a better ex-
ploitation of scale economies, would shift this frontier even further towards
a new steady state equilibrium such as point 3.

This is our basic conceptual framework to analyze improvements in the
e�ciency of the system through supply side policies aimed at introducing best
practices, implementing break-ups, adding judges, and reallocating judges
e�ciently to the di↵erent courts.

3 Methodology

3.1 Demand

The first step is to estimate the demand for justice. For this purpose, the
following regression model is used:

log incit = ↵i +Xit� � � log tit�1, (4)

where i = 1, . . . , n stands for the courts and t = 1, . . . , T is the reference
year. The variable incit is the number of incoming cases in year t and court i
andXit contains control variables, including individual level dummy variables
and the population size of each court district (this is exogenously determined,
since each district population refers to a given court and movements between
courts is forbidden by law). The average completion time for a new case is
given by the ratio of the number of pending cases to the number of completed
cases tit = pit/yit.15

The demand equation includes the lagged value for the time to com-
plete trials. This can be interpreted both as a causal relationship between
completion time and the number of incoming cases (quantity demanded) on
the assumption of adaptive expectations for the plainti↵, or as a prediction
equation for the number of incoming cases. To check the robustness of our
estimates, we also tested the sign and size of demand elasticity (�) by using

15Since we also have data for the number of judges (git) and the number of completed
(yit) and pending cases (pit), we can compute the average queue completion time for each
court in each time period.
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the lagged value of the average completion time as an instrument for the
following simultaneous demand equation (based on rational expectations):

log incit = ↵i +Xit� � � log tit. (5)

The steady state equilibrium condition specifies that the number of pro-
cessed cases each year must be equal to the number of incoming cases:

incit = yit. (6)

This equilibrium condition, together with the material balance condition (de-
scribed above) means that in equilibrium the queue for the court is in steady
state with the number of pending cases constant from one year to the next,
which in turn (unless some of the control variables have changed from one
year to the next) means that incit = incit�1.

The equilibrium condition and material balance condition mean that we
can derive a relationship between the number of pending cases and the num-
ber of completed cases from the demand function:

y = p�
�

1�� exp (X�/ (1� �)) .

This equation is useful in order to analyze demand trade-o↵s in the pending-
completed cases space. This also implies the following equilibrium relation-
ship between the average completion time and the number of pending cases
(dividing the previous equation by p and taking the inverse):

t =
p

1
1��

exp (X�/ (1� �))
,

where X� is the prediction based on the demand regression estimates.
Unless demand is rigid in terms of completion time (� = 0), increasing

the e�ciency of production (by increasing the number of processed cases) de-
creases completion time and increases the number of incoming cases. There-
fore e�ciency gains may be overestimated if the demand side is ignored.16

3.2 Supply

We now turn our attention to the supply side of the market for justice where
the equilibrium condition is used to determine an e�cient configuration of

16In the estimations, as will be shown below, we find demand to be quite inelastic at
a value of � = 0.16. This means that in our dataset a 10% increase in completion time
reduces the number of incoming cases by 1.6%.
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the system. This will return the equilibrium increase in the e�ciency of
the system rather than a simple optimal increase condition (which could
be out of equilibrium). Clearly, an equilibrium increase in e�ciency will
also be optimal, but the reverse is not in general true. For example, in
the analysis of Peyrache and Zago (2016) the e�ciency of the system is
studied from an optimality perspective, by looking at the potential increase
in output given the number of incoming and pending cases. This may result
in an overestimation of the potential e�ciency gains once the equilibrium
condition is introduced, i.e., the output oriented e�ciency measure is not
an equilibrium notion. Since we are looking at equilibrium outcomes, in the
following analysis we take the individual average of each variable in the panel,
and consider the following data structure:

(G,Y,P,X�) , (7)

where G is the vector with the average number of judges (gi = 1
T

P
t git)

for each court, Y the vector with the average number of completed cases
(yi = 1

T

P
t yit), P the vector with the average number of pending cases

(pi = 1
T

P
t pit) and X� the vector of predicted incoming cases from the

demand regression.
We start with a linear program that defines the level of court i e�ciency,

which is processing yi cases with gi judges and is facing pi pending cases
(decision variables are always represented by Greek letters):

min
�ik

✓i

st
X

k

�ikgk  gi

X

k

�ikpk = pi (8)

X

k

�ikyk � yi/✓

X

k

�ik = 1.

This is known as the data envelopment analysis (DEA) estimator of ef-
ficiency (see Coelli et al., 2005). The only di↵erence from a standard DEA
model is the imposition of an equality constraint for the number of pend-
ing cases. Together with the standard inequality constraints associated with
the number of judges and the number of completed cases, this equality con-
straint allows for the law of variable proportions shown in Figure 1: given the
number of judges (our capacity measure) when the number of pending cases

15



increases, the number of completed cases increases at first, peaks and then
decreases (due to congestion). The e�ciency score ✓i measures the distance
from the frontier in terms of the additional number of pending cases that
could be processed when the court is benchmarked against other courts of
similar size. Therefore it measures the e�ciency of best practices.

Neither the observed combination (yi, pi, gi) nor the e�cient combination
(yi/✓, pi, gi) are necessarily equilibrium levels of production, since the pro-
cess time induced by these quantities may be incompatible with our demand
equation. In order to define an equilibrium outcome that keeps the e�ciency
level of the court constant at the observed level ✓i, we use the following pro-
gram where the relationship derived from the demand function is explicitly
included:

min
�ik,⇡i,⌧i

ti =
⇡i

⌧i

st
X

k

�ikgk  gi,

X

k

�ikpk = ⇡i, (9)

✓i
X

k

�ikyk � ⌧i,

X

k

�ik = 1,

⌧i = ⇡
� �

1��

i exp (Xi�/ (1� �)) .

In this program, the number of pending cases ⇡i and the number of com-
pleted cases ⌧i are decision variables and are chosen in order to minimize the
average completion time of the court ti = ⇡i/⌧i. The last constraint in this
optimization program is the demand constraint as explained at the beginning
of this section. Since the level of e�ciency ✓i is kept constant at the level
determined with program (8), the completion time as determined by this
program is an equilibrium completion time for the given level of e�ciency
✓i. In other words, this program returns the equilibrium average completion
time for the e�ciency level ✓i as opposed to the observed non-equilibrium
level t = pi/yi.

In some extreme cases, if the court is operating in the congestion part
of the production frontier, the number of pending cases becomes unbounded
and the equilibrium is ⌧ = 0; ⇡ = max. To detect these cases simply check
that inc > y and p > ⇡. In all other cases the equilibrium time is well defined
and the system eventually converges on the optimal time. This optimal time
is lower or higher than the observed time depending on the starting point and
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the shape of the estimated production frontier. For courts that are heading
towards full congestion the only solution is to increase resources (the number
of judges) or increase production e�ciency. This is discussed in the Results
section.

The above optimization program is non-linear and can be shown relatively
easily to be convex; by replacing the demand equation in the third constraint
and into the objective function, one obtains:

min
�ik,⇡i

⇡i

st
X

k

�ikgk  gi,

X

k

�ikpk = ⇡i, (10)

✓i
X

k

�ikyk � ⇡
� �

1��

i exp (Xi�/ (1� �)) ,

X

k

�ik = S,

S = 1. (11)

It can be shown that the function on the right hand side of the third
constraint is convex, thus the program can be solved using standard convex
optimization solvers.17 We substituted the objective function

t (✓i, S = 1) =
⇡

1
1��

i

exp (Xi�/ (1� �))
,

with ⇡i because completion time monotonically increases in ⇡i for 0  � < 1
(therefore this has no e↵ect on the optimal solution). We call the equilibrium
completion time t (✓i, S = 1) to emphasize that it depends on the current level
of e�ciency of production. The role of the variable S (which is constrained
to be equal to one) becomes clear in the next paragraph.

Full e�ciency We are now in a position to ask what happens to the
equilibrium completion time should we introduce best practices and increase

17We use CVX in Matlab, a package for specifying and solving convex programs;
CVX Research, Inc. CVX: Matlab software for disciplined convex programming, ver-
sion 2.0. http://cvxr.com/cvx, April 2011. M. Grant and S. Boyd. Graph imple-
mentations for nonsmooth convex programs, Recent Advances in Learning and Con-
trol (a tribute to M. Vidyasagar), V. Blondel, S. Boyd, and H. Kimura, editors,
pages 95-110, Lecture Notes in Control and Information Sciences, Springer, 2008.
http://stanford.edu/˜boyd/graph dcp.html.
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the level of e�ciency to ✓i = 1. This involves solving the same optimization
program (10) with the full e�ciency values rather than the observed e�ciency
values. The comparison of the equilibrium completion time at full e�ciency
vs. the equilibrium completion time at a given level of e�ciency produces
an equilibrium measure of the e�ciency of the court:

TEi =
t (✓i = 1, S = 1)

t (✓i, S = 1)
.

It should be noted that this concept of e�ciency is an equilibrium notion,
since it includes a constraint that takes into account the behavior of demand
when the average completion time changes. On the contrary, ✓i is a measure
of optimality without regard to the level of demand for the service, i.e., it is
potential rather than something that can be realized, and should be used to
assess if a court is on the frontier or in the interior of the set. It should also
be noted that in general the observed time (at the given level of e�ciency ✓i)
may not comply with our equilibrium concept. Therefore it is the equilibrium
e�ciency that prevails after all adjustments for the number of pending cases
are made and the steady state conditions hold. In other words our measure of
time e�ciency compares two alternative steady states: one with the observed
level of ine�ciency and the other with the court lying at the frontier.

The optimal size of courts Technical ine�ciency is far from the only
component of ine�ciency in the system. Two further kinds are explored
below and in the following section: ine�ciencies from scale economies and
ine�ciency from the non-optimal allocation of judges to the various courts.

The most convincing argument in terms of the size of courts is suggested
by looking at the scatter plot below (Figure 4), showing the number of pro-
cessed cases and judges. This is consistent with the framework of Fare and
Svenson (1980) which considers the maximum capacity of each court. Scale
economies are then derived from the production function with the variable
factor at the optimal proportion. Clearly, in the scatter, smaller courts are
better able to process cases than larger courts. In fact, production is fairly
proportional to the number of judges up to a number of 50-100 judges and
then declines sharply. This means that one way to increase e�ciency in pro-
duction is to split larger courts into smaller units. For example, the largest
court is obs=118 (Rome) with more than 400 judges: by implementing a
break-up policy into subunits the production of this court could increase
dramatically (indeed our results indicate output more than doubling for the
Rome court).

To calculate into how many units a court should be split, we consider the
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Figure 4: Size and e�ciency

following capacity model (based on Maindiratta, 1990; see also Peyrache and
Zago, 2016 for a discussion of this e↵ect in the justice sector):

min �i

st
X

k

�ikgk  gi,

X

k

�ikpk = pi,

X

k

�ikyk � yi/�,

X

k

�ik = Si,

Si 2 {1, 2, . . .} .

The optimal values from this program can be used to determine the equi-
librium completion time for each court in the scenario of an e�cient break-up
of large units into an optimal number of smaller units. The optimal values of
the integer variable S⇤

i provides the optimal number of sub-units into which
large courts should be split. Given these optimal values, we can assess the
steady state equilibrium completion time for each court by using these val-
ues in program (10). Since this is a relaxation of the original problem, the
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completion time is shorter or equal to the previous optimum; therefore:

SEi =
t (✓i, S⇤

i )

t (✓i, Si = 1)
.

This is the optimum equilibrium size of the court, accounting for the e↵ect
of the demand for justice and keeping the level of e�ciency at the current
level. Best practices could be introduced as courts are split up into smaller
units, producing a dual benefit, as follows:

SEi =
t (✓i = 1, S⇤

i )

t (✓i, Si = 1)
.

Reallocation e�ciency Another supply policy we consider is the reallo-
cation of judges to courts. This may enhance the e�ciency of the system by
moving judges from courts which have very fast processing times to courts
with much slower processing times; or, similarly, it could consider gains ob-
tainable when the number of judges is found not to constrain production,
i.e., there is excess capacity. The reallocation problem for the system can
be written in the following way, which can be solved in a single step for all
courts:

min
�ik,⇡i,µi

X

i

⇡i

st
X

k

�ikgk  µi, 8i
X

k

�ikpk = ⇡i, 8i

✓i
X

k

�ikyk � ⇡
� �

1��

i exp (Xi�/ (1� �)) , 8i
X

k

�ik = Si, 8i
X

i

µi 
X

i

gi,

ti =
1

exp (Xi�/ (1� �))
⇡

1
1��

i  tmax.

This problem looks at the minimization of the system completion time,
given demand constraints for each court, by reallocating judges to the courts.
The optimal value of the decision variables µit provides the optimal realloca-
tion of judges in order to minimize the average completion time of the system.
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It should be noted that by setting µi = gi, one obtains the individual court
e�ciency problem (10) in stacked form (and with identical solution). There-
fore the reallocation of judges cannot worsen the current configuration. In
this program two parameters can be changed: ✓i and Si. These parameters
are used to determine alternative supply policy scenarios in terms of best
practices and break-up policies. In particular it is possible to look at 4 com-
binations: current e�ciency ✓i and no break-ups Si = 1; current e�ciency
with break-ups Si; full e�ciency without break-ups and full e�ciency with
break-ups.

4 Data

We consider courts of first instance (Tribunale Ordinario), which have ju-
ridisction over civil and criminal cases. Generally presided over by one judge,
for important cases a panel of three judges presides. Their decisions can be
appealed at the Corte d’Appello (for reasons of substance, i.e., concerning
facts giving rise to the case) or at the Corte di Cassazione (i.e., for reasons
concerning legitimacy issues or similar). We referred to a panel of 165 courts
(the Italian court population) for the years 2005-2012.

The following measures were used for inputs and outputs: for outputs the
total number of cases completed in a given year; for inputs, the number of
judges and the number of pending cases at the beginning of the year. Using
pending cases as an input was first suggested by Lewin et al. (1982), and can
be defended on common sense grounds: without pending cases, there are no
processed cases and therefore no output. In general, in any system, there
is a percentage of pending cases, and these cases can be interpreted as an
intermediate input stock (raw material inventory or working capital).

Table 6 provides descriptive statistics for the inputs and output available
for the pooled sample of 165 courts over the period 2005-2012 (a total of
1,320 observations). On average, an Italian court completes almost 24,000
cases per year, with quite a wide range between courts (the minimum is fewer
than 2,000 cases, the maximum is above 250,000 cases). On average a court
has 34 judges, with a range from 6 to above 400. The stock of pending cases
at the begining of the year is around 28,000 cases, from a minimum of fewer
than 2,000 cases to almost 280,000 cases over the period considered. As a
very rough measure, because we consider the average for all the courts over
the years, completion time is about 14 months.18

18Completion time (in years) is calculated as pending cases
completed cases = 28,040

23,850 = 1.17, or about
14 months.
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The conterfactual analysis that follows is based on the assumption that
the system is in steady state (see, e.g., Eq. (3)). From Table 6 we can see
that the di↵erence between incoming cases and completed cases is < 0.3%
overall for the period 2005-2012 in the aggregate and for each individual year
(apart from 2006, where the di↵erence is < 2%). The stock of pending cases
is quite stable over time: compared to the overall average for the period
2005-2012, it changes less than 2% in 2005 and 2006 and even less (< 1%)
for the following years.

5 Empirical results

We now set out the results of the estimations and the conterfactual analyses,
starting with the estimate of demand, i.e., the models in Eq. (4) and (5).
We then discuss the di↵ering types of courts in relation to their equilibrium,
followed by the counterfactual analysis of the di↵erent policies. Lastly, we
look at the geographical distribution of some of the policy scenarios.

5.1 Demand estimation

We estimated a number of di↵erent specifications of the demand equation
and show the results in Table 1. For the demand equation based on adaptive

expectations, we use lagged completion time to assess the elasticity of demand
and population as a proxy for the size of demand. We consider OLS, Fixed
E↵ects, Random E↵ects and Fixed E↵ects with time dummy variables. As
can be inferred from the table, both the Random E↵ects and OLS models
are rejected in this specification. The estimated elasticity of demand is -
0.159 for the Fixed E↵ects model and -0.119 for the Fixed E↵ects model
that includes time dummy variables. We consider the Fixed E↵ects model
to be the best specification in this context since it enables to control for
unobserved heterogeneity and at the same time is more parsimonius than
the model including time dummies. Both the OLS and Random E↵ects
models are excluded because they produce inconsistent estimates of demand
elasticity.
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The last four models in the table consider the specification under ratio-
nal expectations where the quantity demanded is a function of the current

processing time, rather than the lagged processing time. We estimated such
models by using the lagged completion time as an instrument for the current
completion time. The 2SLS estimator is shown as well as the same esti-
mator using court and time dummies. As for the previous set of regression
models, the models that do not include court e↵ects (i.e., unobserved hetero-
geneity) produce inconsistent estimates. The last two models include court
fixed e↵ects and the associated estimated elasticity is a consistent estimator
of the population quantity. The estimated elasticity for model (7) is -0.379,
while the same elasticity in model (8) which includes time dummies is -0.286.
These estimates possess a slightly larger elasticity of demand, although still
a quite a rigid response of demand for justice to a change in the completion
time. In terms of the trade-o↵s between parsimony and data fitting, we con-
sider the fixed e↵ects model with adaptive expectation to be the best of the
8 estimated models. Therefore we use an elasticity of demand of -0.159 for
the subsequent analysis.

5.2 Types of equilibrium courts

Table 2 classifies courts based on the discussion arising from Figure 3, de-
scribing three types of courts: type 1 converges on the equilibrium steady
state from the left, i.e., left-converging type (e.g., point ca in Figure 3); type
2 converges on the steady state equilibrium from the right (right-converging,
as in point cb); and type 3 (point cc) diverges from the steady state towards
a fully congested outcome, despite the steady state equilibrium for these
courts. Type 3 might be e�cient courts, but are congested: their main prob-
lem is that they are unlikely to converge on the steady state without a policy
‘shock’, e.g., more judges.

The table shows the frequency of the three types of courts in the pop-
ulation. Type 1 represents 51.5% of the total population, has an average
completion time of 10 months and in equilibrium would converge on a pro-
cessing time of 11.4 months. These courts are mostly located in the North
and Center of Italy. Type 2 represents 43.6% of the population, has an ob-
served completion time of 17.7 months, and it right-converges on a steady
state equilibrium completion time of 14.6 months; these courts are mostly
located in the South. Lastly, type 3 courts represent only 4.9% of the popula-
tion; the observed average processing time is 17.4 months and the equilibrium
completion time would be 8.9 months, though, as explained below, without
further intervention these 8 courts would fail to reach such a rapid processing
time. As can be seen in Figure 5, these courts are evely distributed across
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Table 2: Average completion times (in months) by type of courts

Type Observed Equilibrium Frequency
time time

1 - Left-converging 10.1 11.4 85 (51%)
2 - Right-converging 17.7 14.6 72 (44%)
3 - Diverging 17.4 8.9 8 (5%)

Italy.

5.3 Counterfactual analysis of supply policies

Four sets of policies - a) the introduction of best practices, b) the break-up of
large courts, c) the reallocation of judges, and d) the increase in the number
of judges - plus their combinations, can be considered tools in the supply
side the e↵ects of which can be calculated with our model. Some of these
policies have now been implemented but after the period examined here.

Apart from the Pinto law of 2001 establishing damages for lenghty cases,
most of the measures until 2012 were designed to reduce case inflow. They
include an increase in court fees to avoid excessive recourse to courts, the
reduced possibilities to appeal court decisions, the introduction of alternative
dispute resolution (ADR) mechanisms, and so on (Esposito et al., 2014). Fur-
ther changes have been proposed, such as backlog-reducing teams and other
measures previously introduced in pilot schemes,19 to be extended to courts
throughout Italy. But overall the need for better court management to han-
dle cases more actively, with data systems and performance accountability,
is recognized (Esposito et al., 2014: 13).

One example of good case management practice, often cited, is the Stras-
bourg method adopted first by the Turin court and subsequently extended
elsewhere (Caponi, 2016). This method is based on the active leadership
role of the President of the court, making each judge responsible for reach-

19“Since 2004, the EU supported a roll-out of the Turin and Bozen courts’ experience
to the entire country (Program Title: Di↵usion of best practices in the Italian Judicial
O�ces). This program made some progress (e.g. for the Milan Court). However, the
program faced implementation constraints as well as jurisdictional issues between regional
and central authorities. The central government has taken a stronger role in program
management since 2010-2011, with the Ministry of Public Administration setting up an
e↵ective central monitoring system in 2011 and the Ministry of Justice putting in place
professional management in 2012. This helped secure the EU structural funds” Esposito
et al., 2014: 10).
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ing clear and transparent objectives, to be monitored actively, and changing
case management from last in - first out (LIFO) to first in - first out (FIFO)
(Abravanel et al., 2015). The Consiglio Superiore della Magistratura (CSM),
the self-governing judicial body, has recently started to introduce best prac-
tices, such as strategy and planning using a formal ‘organizational document’,
working trials in sequence and not in parallel and the intensive introduction
of IT technologies, etc.20 E↵ective practices include case-flow management
and the production of statistics, areas in which Italy has been lagging behind
other OECD countries (see, e.g., Palumbo et al., 2013: 34-35), certainly in
the years under consideration.

Another possible policy is the re-design of court geography (Bartolomeo,
2013). The geography of Italian courts was originally designed after Italian
unification in 1865, and underwent a number of changes during the fascist
period, after World War II and in the late nineties. In the early nineties,
the CSM suggested the need to break up large courts such as Rome, Naples,
Milan and Turin (CSM, 2010).21 However, most of the literature on Italian
court e�ciency has highlighted increasing returns to scale and thus the need
to merge small courts,22 leading to similar policy suggestions o↵ered by the
Ministry of Finance,23 eventually implemented by the Monti Government
reducing the number of courts by about 20%.24

The increase in judges has been more di�cult to achieve in recent years,
because of the poor state of public finances in Italy and oversta�ng compared
to other OECD countries (Palumbo et al., 2013). This, together with the
break-up of large courts, makes a total of 32 possible policy scenarios. For
the sake of clarity, we first consider the scenarios with a fixed number of
judges. For each scenario, illustrated in Table 3, we set out both the overall
average equilibrium completion time and the distribution of completion times

20For a more detailed explanation see, e.g., www.csm.it/web/csm-internet/il-progetto-
buone-prassi/il-fenomeno-buone-prassi.

21The CSM “suggested a split of their structures on a territorial basis, dividing their
district in two or three parts with corresponding court and district attorney for each of
them” (CSM, 2010: 4).

22A notable exception is represented by Peyrache and Zago (2016): using Italian court
data for the period 2003-08, they find that the breaking up of large courts could reduce
aggregate ine�ciency by 22%.

23The Ministry of Finance estimated the elasticity of scale of Italian courts using 2006
data, finding that about 85% of courts were too small and confirming earlier results for
1996 and 2001 set out by Marchesi (2003; 2008). Therefore, the policy recommendation
was “... to revise judiciary geography, by merging the smaller courts in order to realize
economies of scale and specialization ...” (CTFP, 2008: 46).

24With Legislative Decree 155 dated 7 September 2012, the Monti Goverment merged
26 small courts (out of 165 at the national level) into larger, adjacent courts, taking e↵ect
in in 2013.
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Table 3: Possible supply policy scenarios

No Break-ups Break-ups
Current Full Current Full
e�ciency e�ciency e�ciency e�ciency

Without
reallocation 1 2 3 4
of judges
With

reallocation 5 6 7 8
of judges

for the system.

5.3.1 With existing judges

Table 4 shows the current average processing time for the system as a whole
(calculated as the total number of pending cases in the system over the to-
tal number of completed cases, i.e., the weighted average of the observed
completion times of individual courts) and the average processing time as-
sociated with di↵erent policy scenarios. Note that the current processing
time for the system is 14.1 months, while the equilibrium completion time
- after the system adjusts to the steady state, see program of Eq. (9) - is
13 months. These figures are a weighted average for the whole system; a
boxplot illustrates processing times in di↵erent courts, as shown in Figure
6a. From this figure it is clear that the equilibrium completion time for some
of the slowest processing courts diminishes as it moves towards equilibrium.
The problem with many of the slow processing courts is that they do not
necessarily converge on the steady state, as shown above in Table 2.

Table 4 illustrates the equilibrium outcome of the di↵erent policy sce-
narios.25 Overall, the single most e↵ective policy would be the introduction
of best practices (scenario 2), leading to an average completion time of 8.6
months. This is followed by the break-up of courts (scenario 3, with a reduc-
tion to an average of 11.1 months), and finally by the reallocation of judges
(scenario 5, with a reduction to 12 months if two policies were adopted).

25For example, a policy of breaking up large courts together with an optimal reallocation
of judges (policy scenario 7) would reduce the processing time of the system from 13 to
9.4 months. This would require ‘only’ the optimal use of scale economies and the optimal
reallocation of judges.
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Table 4: Average completion time (in months) for policy scenarios

Observed No Break-ups Break-ups
processing Current Full Current Full

time (14.1 mos) e�ciency e�ciency e�ciency e�ciency

Without
reallocation 13.0 8.6 11.1 7.2
of judges
With

reallocation 12.0 7.3 9.4 6.3
of judges

If one adopted two sets of policies, the best combination would be the use
of best practices either together with break-ups (scenario 4), leading to a
further reduction to 7.2 months, or the reallocation of judges (scenario 6),
leading to an average completion time of 7.3 months.

The boxplot in Figure 6b is useful to investigate the distribution of pro-
cessing times. By looking at single policies, for instance, with the reallocation
of judges (scenario 5) the processing time of the slowest court would be dra-
matically reduced (to less than 18 months) as against best practices (scenario
2), where the slowest court would take more than 24 months, or the break-up
of courts (scenario 3), when a certain number of courts would still take more
than 24 months on average to complete cases. The e↵ect of scenario 5 would
be quite substantial, considering that it would lead to the reduction of the
processing time in the worst performing courts in the system.

To summarize, from Table 4 it is clear that the proper implementation of
best practices has a major e↵ect in reducing the overall average completion
times in the system (see also the even plots in Figure 6b). The combination
with other policies would add to this; in particular, the implementation of
the three policy tools, that is introduction of best practices, reallocation
of judges, and break-ups of the large courts, i.e., scenario 8, would bring
the system completion time to 6.3 months and would drastically reduce the
dispersion in the system, with only one court of justice taking more than 8
months to process a case. Implementing these three policies together may be
challenging, but the impact would be rather substantial, taking the system
to steady state completion times comparable to other developed countries.

28



5.3.2 The geographical distribution of policy e↵ects

The e↵ects of the long processing times of the courts on the real economy are
fairly well understood. Recent work highlights, among others, the e↵ects on
the size of firms and their growth (see, e.g., Giacomelli and Menon, 2017 for
Italy), public procurement and corruption (see, e.g., Coviello et al., 2018),
the participation of firms into global value chains and thus on the overall
competitiveness of the economy (see, e.g., Accetturo et al., 2017), and so
on. Since these may have a more or less important role in di↵erent parts
of the country and di↵erent weights for policy-makers, looking at the geo-
graphical distribution of the impact of the suggested supply policies may be
informative.

The maps below represent the reduction in processing times in courts in
the di↵erent policy scenarios of Table 3, i.e., with existing judges. Figure
7 illustrates the e↵ects of introducing best practices and the break-up of
courts in terms of reducing the time needed to complete a case compared to
the equilibrium e�ciency time. First, note that from the latter it appears
evident that the equilibrium (and actual) processing times are in general
longer in the South and in the Islands (Sicily and Sardinia; scenario 1, panel
a).26 A comparison with panel b shows that the introduction of best practices
(scenario 2, Table 3) would have a major impact in the same regions and
possibly on courts where processing times are longer, i.e., in Southern Italy.
In contrast, introducing a break-up of courts would have a limited e↵ect
when taken in isolation (scenario 3, panel c), or when added to the adoption
of best practices (scenario 4, panel d).

Figure 8 shows the geographical impact of di↵erent policy scenarios in-
cluding the reallocation of judges. Solely the latter would have a lower impact
than introducing best practices (shown respectively in panels 8a and 7b), but
more than merely breaking up the courts (panel 7c). However, reallocating
judges may worsen the situation for some courts (highlighted in grey in the
maps), located both in the North and the South, by increasing processing
times.27 On the other hand, combining reallocation with break-ups (panel
8c), and especially with best practices (panel 8b), would reduce these negative
e↵ects and shorten processing times for almost all or all courts respectively.

Moreover, while breaking-up courts added to best practices seems to have
a negligible e↵ect (compare panels 7b and 8d), the reallocation of judges
appears to have an albeit limited e↵ect (compare panels 8b and 7b). Last,
panel 8d shows the reduction in processing times using the three policies

26Panel 7a shows the equilibrium processing time for each court, and the other panels
show the reduction of processing times in months.

27The number of judges would be reduced in these courts.
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together. Note that, geographically, scenarios 6 and 8 are quite similar,
showing that changing the court geography after introducing best practices
and optimally allocating judges would have a negligible e↵ect. To summarize,
in terms of geographical distribution, introducing best practices would have
the most significant impact, especially in courts located in the South and in
the Islands of Italy, which are overall more ine�cient and slow in processing
cases. As an alternative, or in addition, the reallocation of judges may be a
second best, working more e↵ectively when combined with best practices.

5.4 Increasing the number of judges

We now consider the e↵ects of an increase in the number of judges, in com-
bination with other policy scenarios. Table 5 shows the average processing
times of di↵erent policy combinations, gradually increasing the number of
judges.

Adding judges to the current court system First, we consider sce-
nario I, the increase in the number of judges without break-ups and without
the adoption of best practices, i.e., at current e�ciency levels, represented
in column I of Table 528 and in Figure 9a.29 As can be seen, increasing the
number of judges has a significant impact on reducing processing times: for
instance, by increasing the number of judges by 10%, the average processing
time in the system would fall to about 10.4 months from the equilibrium sta-
tus quo of about 13 months. By increasing judges by 25%, on the other hand,
processing times would fall to about 9.2 months, while increasing judges by
50% would not further reduce processing times.30

An interesting comparison can be made between two policy alternatives,
or their combination, i.e., the increase in the number of judges vs. the optimal
reallocation of all judges (existing and newly hired). As can be seen in Table
5 - column I (by comparing the even and odd plots, e.g., 2 vs. 3, 4 vs. 5, and
so on, in Figure 9a), a policy of reallocating existing judges would reduce the

28Note that average values in tables and box-plots are slightly di↵erent. For the tables
we compute the system average processing times as a weighted average using pending cases
for each court as weights, while the box-plots illustrate processing times alone and their
simple means.

29In the first box-plot in Figure 9a the system equilibrium time is shown without policy
interventions. The even box-plots illustrate the distribution of processing times when
optimally allocating all judges, i.e., current and new; the odd box-plots illustrate adding
judges only. The increase in new judges is 0% (plots 2-3), +10% (plots 4-5), +25% (plots
6-7), and +50% (plots 8-9).

30In fact, after about 29%, a further increase in the number of judges does not have any
e↵ect on reducing the system processing time (detailed results are available on request).
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Table 5: Increasing judges - Average completion time (in months)

Observed Current e�ciency Full E�ciency
proc. time NO break-up Break-up NO break-up Break-up
(14.1 mos) I II III IV

� = +0%
New judges 13.0 11.1 8.6 7.2
Opt. reallocation 12.0 9.4 7.3 6.3

� = +10%
New judges 10.4 8.8 7.3 6.3
Opt. reallocation 10.3 8.4 7.2 6.3

� = +25%
New judges 9.2 8.1 7.2 6.3
Opt. reallocation 9.2 8.1 7.2 6.3

� = +50%
New judges 9.2 8.1 7.2 6.3
Opt. reallocation 9.2 8.1 7.2 6.3
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system processing time from 13 to about 12 months (second row in Table 5),
while increasing the number of judges by 10% would reduce the processing
time to 10.4 months (third row). Optimally reallocating existing judges, in
addition to increasing their number and, in addition, optimally allocating new
judges, would have no significant e↵ect on average processing times (apart
from reducing the processing time of the worst performing courts, as can be
seen in column 5 of Figure 9a). Last, from Table 5 - column I, we can infer
that the e↵ect of the optimal reallocation of existing judges on processing
times (with the associated monetary and political costs) has an e↵ect which
is equivalent to adding about 3-4% of new judges to the system.

Together with a new geography of courts A relatively similar picture
emerges when we consider the second policy combination, i.e., optimal break-
up of large courts but with current practices (Table 5 - column II and Figure
9b). First, note that the optimal (re)allocation of existing judges, combined
with an optimal court geography, i.e., break-ups, would reduce processing
times to about 9.4 months. Second, an almost equivalent e↵ect, i.e., a reduc-
tion to 8.8 months, would be obtained by increasing the number of judges
by about 10%, even though reallocating existing judges as well would in this
case help to further reduce processing times to 8.4 months overall. How-
ever, increasing judges from 10 to 25% would additionally reduce processing
times only modestly, to 8.1 months on average, and there would be no e↵ect
beyond 25%. Last, reallocating existing judges when increasing their total
number by 25% or above would have no e↵ect on processing times, either on
the overall average (column II of Table 5) or on the worst performing courts
(Figure 9b).

Together with the adoption of best practices The last set of policy
combinations considered is the increase in the number of judges combined
with their optimal (re)allocation and/or the introduction of best practices.
As stated above, introducing best practices would have a major e↵ect: pro-
cessing times would be reduced to about 8.6 months with the full implemen-
tation of best practices, and further to 7.2 months when combined with a
re-design of the geography of courts (see Table 5 - columns III and IV re-
spectively, and Figure 10, top and bottom panels). The e↵ects of adding
more judges to courts implementing best practices would be limited, i.e., a
reduction of about one month by increasing the number of judges by 10%
(no further e↵ects beyond this increase). Moreover, adding new judges to
courts already at optimal scale and adopting best practices would have no
e↵ect on their processing times.
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Another way of looking at the results in Table 5 is to calculate the ‘op-
portunity costs’ of di↵erent policy options, in a back of the envelope sort
of calculation. We have seen that the most e↵ective policy to reduce pro-
cessing times would be the full implementation of best practices: to obtain
similar results - actually, slightly less e↵ective - the number of judges would
need to be increased by 25% (better still if combined with an optimum court
geography), with the associated costs.31

Reducing processing times further by about one month in a system adopt-
ing best practices, could be achieved either by optimally breaking-up courts,
or by optimally reallocating existing judges, or by increasing the number of
judges by 10%. The cost of the latter can be calculated without di�culty.
If it were not possible to adopt best practices, an alternative policy could
be to re-design court geography combined with reallocating judges, which
would reduce processing times to about 9.4 months. Alternatively, to obtain
a similar result the number of judges would need to be increased by about
25%.

Adding new judges The final hypothesis concerns adding new judges
throughout Italy. As can be seem in Figure 11, both in the case of an overall
increase of the total number of judges of 10% and of 25%, the entire country
would be involved. No preference would be made for ine�cient regions in
the South, nor for wealthy regions such as Lombardy, the Veneto, Emilia-
Romagna or Puglia.

6 Concluding remarks

This paper reviews the relevant literature on the e�ciency of the justice
system. Using a rather general production model, we consider the resources
used in each court allowing for possible congestion e↵ects. This extends
the standard practice of considering only processing times, and leads to an
e�ciency analysis investigating the sources of ine�ciency (for each court)
expressed in the duration of trials. A model is put forward to assess the
equilibrium e�ciency of the justice market and applied to Italy, a country
su↵ering badly from ine�cient courts. In such a setting, the market clearing
function is performed by the time to complete a case, i.e., to deliver justice.

31Considering a total number of judges of about 5,650, this would correspond to about
565 new judges. With an initial cost of 70,000 euros per new judge (Senato, 2017), this
would be an approximate cost of 40 million euros for the first year. With an increase of
the total number of judges of 25%, the total cost would be about 100 million euros in the
first year.
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The shorter the time, the higher the demand for justice. The e�ciency and
counterfactual analyses take into consideration this feedback e↵ect from the
demand side of the market as a response to the shortening of processing times
when certain supply policies are implemented.

We consider the impact on processing times of di↵erent supply policies
based on the break-up of large courts, the reallocation of judges to courts,
the increase in the number of judges, and the introduction of best practices.
We look at the implementation of these policies in various combinations and
show how the average processing times of the system (and their distribution)
vary in these counterfactual analyses.

We find that the single most impactful policy would be the proper adop-
tion of best practices by the courts, which could reduce the average overall
time to complete a trial by about one third, from 13 to 8.6 months. An
alternative policy would be to re-design court geography and reallocate the
existing judges accordingly, leading to a reduction to about 9.4 months. Fi-
nally, with existing judges, combining the adoption of best practices with the
break-up of courts and optimal reallocation of judges, the average comple-
tion time of the system would be halved, even accounting for the increased
demand for justice resulting from faster courts. Increasing the number of
judges would not contribute much further after implementation of the other
policies.

While the costs of these three policies, taken individually or in combina-
tion, are di�cult to ascertain, the cost of increasing the number of judges is
easier to calculate. Thus the alternative policy of increasing the number of
judges by about 25% (and their optimal allocation) would have comparable
e↵ects to the implementation of best practices or the combination of resiz-
ing the courts and reallocating judges, with a total initial cost of about 100
million euros per year. We conclude that these alternative policy scenarios
would be su�cient to bring the system down to a processing time comparable
to other OECD countries. The benefits of these policies would be substan-
tial, as court ine�ciencies account for a loss of about 1% in GDP (Draghi,
2011).

The paper does not consider two further issues. The first is how an alter-
native scenario, reducing demand, would impact on completion times. This
has occurred in recent years, for instance through alternative dispute resolu-
tion (ADR) mechanisms introduced to reduce the use of the courts. Another
issue not addressed is the transition towards the steady state equilibrium.
For example, when the system converges from the observed completion time
of 14.1 months to an equilibrium completion time of 13 months, we do not
specify the timing of this adjustment. Future research could explore these
transition dynamics.
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Figure 5: Court classification
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(a) Observed processing times (1) and equilibrium processing times (2)

(b) Processing time distribution of courts under di↵erent policy scenarios

Figure 6: Boxplots of the processing time

41



(a) Scenario 1 (b) Scenario 2

(c) Scenario 3 (d) Scenario 4

Figure 7: Policy scenarios - Without judge reallocation
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(a) Scenario 5 (b) Scenario 6

(c) Scenario 7 (d) Scenario 8

Figure 8: Policy scenarios - With judge reallocation
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(a) Scenario I: No best practices, no break-ups

(b) Scenario II: With break-ups, no best practices

Figure 9: More judges, I
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(a) Scenario III: Best practices, no break-ups

(b) Scenario IV: Best practices, with break-ups

Figure 10: More judges, II
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(a) # (b) %

(c) # (d) %

Figure 11: More judges, III
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